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Our study aimed to determine the accuracy of a low-cost, paper-based 3D printer by comparing a dry
human mandible to its corresponding three-dimensional (3D) model using a 3D measuring arm.

One dry human mandible and its corresponding printed model were evaluated. The model was
produced using DICOM data from cone beam computed tomography. The data were imported into
Maxilim software, wherein automatic segmentation was performed, and the STL file was saved. These
data were subsequently analysed, repaired, cut and prepared for printing with netfabb software. These
prepared data were used to create a paper-based model of a mandible with an MCor Matrix 300 printer.

Seventy-six anatomical landmarks were chosen and measured 20 times on the mandible and the
model using a MicroScribe G2X 3D measuring arm. The distances between all the selected landmarks
were measured and compared. Only landmarks with a point inaccuracy less than 30% were used in
further analyses.

The mean absolute difference for the selected 2016 measurements was 0.36 ± 0.29 mm. The mean
relative difference was 1.87 ± 3.14%; however, the measurement length significantly influenced the
relative difference.

The accuracy of the 3D model printed using the paper-based, low-cost 3D Matrix 300 printer was
acceptable. The average error was no greater than that measured with other types of 3D printers. The
mean relative difference should not be considered the best way to compare studies. The point inaccuracy
methodology proposed in this study may be helpful in future studies concerned with evaluating the
accuracy of 3D rapid prototyping models.

© 2014 European Association for Cranio-Maxillo-Facial Surgery. Published by Elsevier Ltd. All rights
reserved.
1. Introduction

Three-dimensional (3D) rapid prototyping models (RPM) are
used in many clinical applications of maxillofacial surgery,
including orthognathic surgery, reconstructive posttraumatic and
oncological surgery, and implantology (Olszewski, 2013). There are
four main RPM technologies: stereolithography, selective laser
sintering, 3D impression, and fused deposition modelling. How-
ever, there are limitations in using 3D RPM on the large scale
because of the cost of RPM, the cost of the 3D printer, and the cost of
investment in the necessary technology. However, with the recent
interest in low-cost 3D printers, the opportunity to identify a low-
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cost 3D printer available for maxillofacial clinical applications has
emerged. The accuracy of an RPM from a low-cost 3D printer
should be evaluated to enable its use in clinical applications. Our
study aimed to determine the accuracy of the low-cost, paper-
based 3D Matrix 300 printer (MCor Technologies, Dunleer, Ireland)
by comparing a dry human mandible (gold standard) to its corre-
sponding 3D model printed with the Matrix 300 using a 3D
measuring arm (MicroScribe G2X 3D).

2. Materials and methods

The Medical University of Lodz Ethic Committee approval was
obtained for this study [RNN/248/13/KN]. Cone beam computed
tomography (CBCT) (Accuitomo, Morita, Kyoto, Japan)(Primo et al.,
2012) of one dry human mandible (Figs. 1e3), specimen number
K3, from the anatomical collection of Hasselt University (Professor
Ivo Lambrichts, Biomedical Research Institute, Laboratory of
Elsevier Ltd. All rights reserved.
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Fig. 1. Comparison of a dry human mandible with its corresponding 3D printed paper model. Anatomical landmarks are marked with dots. A detailed description is provided in
Table A1.
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Morphology, Hasselt University, Belgium) was performed with the
following parameters: 140 � 100 mm field of view, 90 kV, 5 mA, in
Hifi mode, 0.25 mm pixel size, and 0.5 mm slice thickness.

DICOM data gathered from the CBCT were imported to Maxilim
3.2 (Medicim, Mechelen, Belgium), automatic segmentation of the
mandibular bone and teeth was performed, and the STL file was
saved. In the next step, the STL file was analysed, repaired, cut and
prepared for printing with Netfabb software (Netfabb, Parsberg,
Germany); only closed and repaired STL files are accepted by the 3D
printer software.

The STL file was then imported into SliceIt 4.7 (MCor Technol-
ogies, Dunleer, Ireland), the PC-based software that controls the
Matrix 300 3D printer. In this software, each imported part is
analysed and cut into 0.1 mm layers that are equal to the thickness
of the utilised A4 sheet of paper (Plantin, Evere, Belgium). The
Fig. 2. Comparison of a dry human mandible with the 3D printed paper model. Anatom
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prepared 2D data were sent to the Matrix 300 printer, where a
tungsten blade cut a sheet of paper layer by layer according to the
medical imaging data. The layers were glued together with eco-
friendly adhesive (MCor Technologies, Dunleer, Ireland). The
printer uses A4 80gsm paper sheets (Plantin, Evere, Belgium) and
water-soluble adhesive (MCor Technologies, Dunleer, Ireland).
When the printing is complete, excess paper around the printed 3D
object must be removed in a process called “weeding” (Fig. 4).
During this process, certain small and protruding elements, such as
teeth cusps or bony edges, may be damaged. Objects in which the
long axis is perpendicular to the paper layer are especially prone to
such damage.

Subsequently, 76 anatomical landmarks (Table A1) were chosen
on the dry mandible and on the corresponding 3D printed paper-
based model (Figs. 1e3). Based on other studies (Choi et al., 2002;
ical landmarks are marked with dots. A detailed description is provided in Table A1.

imensional, paper-based models generated using a low-cost, three-
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Fig. 3. Comparison of a dry human mandible with the 3D printed paper model. Anatomical landmarks are marked with dots. A detailed description is provided in Table A1.
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Ibrahim et al., 2009; Primo et al., 2012; Silva et al., 2008) that
compared a dry skull to a corresponding printed model, each
landmark locationwas measured 20 times using a MicroScribe G2X
3D measuring arm (Revware Inc., Raleigh, NC, USA) and Micro-
Scribe Utility Software v6.0.2 (Revware Inc., Raleigh, NC, USA). The
Cartesian coordinates of each landmark (X, Y, and Z) were collected.
Because it is nearly impossible to place the dry mandible and the
printed model in exactly the same position in relation to the
measuring arm, the distances between all the selected landmarks
were measured and compared.

ABmeasured distance

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXA � XBÞ2 þ ðYA � YBÞ2 þ ðZA � ZBÞ2

q
distance

The relative and absolute differences were calculated for each of
the distances based on the mean of 20 measurements with the
formula proposed by Choi et al. (2002) and later repeated in other
studies (Ibrahim et al., 2009; Murugesan et al., 2012; Primo et al.,
2012; Silva et al., 2008).

relative difference
�
%
�

¼ skull measurement�model measurement
skull measurement

100%

absolute difference ðmmÞ

¼ jskull measurement�model measurementj
Fig. 4. 3D printed paper model of a human mandible during the weeding process.
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The mean of the absolute values for the relative differences
(mean dimensional error) was also calculated.

The repeatability of the measurements for the dry mandible and
the 3D printed model was calculated using the formula proposed
by Salmi et al. 2013. Because the number of measurements
was greater than 10, the confidence factor was set to 1 in the
equation.

repeatability ð%Þ
¼ confidence factor*standard deviation of measurement

Because anatomical landmarks were used for the measure-
ments, the authors proposed a method for verifying the accuracy of
the anatomical landmarks represented on the model and therefore
for determining which anatomical landmarks could be used in the
measurements. The mean error of the MicroScribe measuring arm
was calculated using a digital calliper (Mitutoyo, Chicago, USA) set
for a specific distance. Next, 75 possible distances for each of 76
landmarks on the 3D printed model and the dry human mandible
were calculated, for a total number of 2850 distances. The mean
and standard deviation of the distances were calculated for the dry
mandible and the 3D printed model based on 20 repeated mea-
surements. The mean absolute difference for each of the 2850
measurements was calculated. Based on ISO documentation (ISO
5725-1, 1994; ISO/IEC 17025, 2005) and the Joint Committee for
Guides in Metrology guide on the expression of uncertainty in
measurement (Working Group 1 of the Joint Committee for Guides
in Metrology (JCGM/WG 1), 2008), each pair within the 2850 total
distances was defined as acceptable if the absolute difference
between the pair was smaller than the sum of the standard
deviation of the measurements and the previously measured mean
error of the MicroScribe measuring arm (Revware Inc., Raleigh, NC,
USA).

jskull measurement�model measurementj � SDskull

þSDmodel þ 2*MicroScribe error

The number of measurements (Nsd) with a relative difference
greater than the sum of the standard deviations and themean error
of measurement was compared with the total number of mea-
surements (Nt) for each landmark. The result was presented as the
point inaccuracy (PI) in Table A1.

PI
�
%
�

¼ Nsd
Nt

*100%
imensional, paper-based models generated using a low-cost, three-
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Fig. 6. Correlation between the measured distance and the mean absolute difference
(%). There was no correlation between the absolute difference and the measurement
length (r ¼ �0.063, p < 0.05).
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Based on the Automotive Industry Action Group standards
(Automotive Industry Action Group (AIAG) et al., 2002), which state
that measuring systems with more than 30% error are unaccept-
able, landmarks 3, 4, 5, 6, 7, 11, 53, 63, 65, 66, 69, and 76 (i.e.,
posterior edge of the right mental foramen, anterior edge of the
right mental foramen, midline foramen, anterior edge of the left
mental foramen, posterior edge of the left mental foramen, bone
edge between 48 and 47, 48 mesial lingual cusp, 45 vestibular cusp,
44 lingual cusp, 43 cusp, 33 cusp, 34 vestibular cusp, and 38 distal
lingual cusp) had a PI greater than 30% and were not included in
further analyses. This resulted in 2016 acceptable measurements.
The results were statistically analysed using Statistica 10 (StatSoft
Inc., Tulsa, OK, USA) and STATGRAPHICS Centurion (STATGRAPHICS
Centurion, Warrenton, Virginia, USA) with statistical significance
set at p < 0.05.

3. Results

The mean point inaccuracy was 17.51% (Table A1). There was no
statistically significant difference in the inaccuracies of bone versus
tooth landmarks. The mean relative difference (%) for the 2016
measurements was 1.87 ± 3.14%. The mean absolute difference was
0.36 ± 0.29mm. However, the average Pearson correlation between
the relative difference and the measurement length was r ¼ �0.48
(p < 0.05; Fig. 5). There was no correlation between the absolute
difference and the measured distance (r ¼ �0.063, p < 0.05; Fig. 6).

The ANOVA of the mean absolute differences revealed that there
was no statistically significant difference between toothetooth and
toothebone measurements; however, boneebone measurements
were statistically different from the other groups (Fig. 7).

The measured repeatability was 0.48% for the dry human
mandible and 0.27% for the paper-based 3D printed model.

4. Discussion

The relative difference results that were obtained from the
paper-based 3D printed model of the dry mandible were similar to
those obtained for 3D models created using other well-recognised
3D printing technologies, such as stereolithography, fused deposi-
tion modelling, or selective laser sintering (Choi et al., 2002;
D'haese et al., 2012; Fortin et al., 2002; Ibrahim et al., 2009;
Fig. 5. Correlation between the measured distance and the mean relative difference
(%). The Pearson correlation between the relative difference and the measurement
length was r ¼ �0.48 (p < 0.05).
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Markowska et al., 2009; Murugesan et al., 2012; Primo et al.,
2012; Salmi et al., 2013; Silva et al., 2008; Taft et al., 2011). How-
ever, the average correlation between the measured distance and
the relative difference and the lack of a gold standard for deter-
mining the accuracy of maxillofacial 3D printed models make
comparisons between studies difficult (Fig. 5). Choosing distant
measurement points may improve the accuracy of models if only
the mean relative differences are compared (Nizam et al., 2006). In
this study, the relative difference was 0.73% when only distances
longer than 50 mm were considered (Table 1). Therefore, the au-
thors strongly suggest not using the relative difference as the way
to compare studies. However, the relative difference remains useful
for studies using the same computed tomography data and
measuring exactly the same landmarks because it clearly conveys
the accuracy of 3D models created using different methods.

The mean absolute difference was 0.36 ± 0.29 mm, with a
maximum of 1.67 mm. These values are similar to those reported
in other studies measuring a 3D printed skull. Choi et al. (2002)
compared a dry human skull with a stereolithographic model.
The mean absolute difference was 0.62 ± 0.35 mm. Taft et al.
Fig. 7. ANOVA of the mean absolute difference according to the location of a point.
Bone-to-bone measurements were statistically different from the other measurement
groups.
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Table 1
Dependence of the relative difference (%) on the measurement length. With longer
measurements, the mean relative difference decreased. The accuracy can be artifi-
cially increased by using only specific long distances.

Length of measurement Number of measurements Mean relative difference

All measurements 2016 1.87%
>10 mm 1807 1.40%
>20 mm 1423 0.94%
>30 mm 1067 0.78%
>40 mm 676 0.71%
>50 mm 300 0.49%
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(2011) obtained a mean absolute deviation of 0.608 ± 0.096 mm
and reported a maximal absolute deviation of 0.703 mm in the
stereolithographic skull model. Nizam et al. (2006) compared a
dry human skull and a stereolithographic model and achieved a
mean absolute difference of 0.23 ± 1.37 mm. Silva et al. (2008)
compared selective laser sintering and 3D printing prototypes
and reported a mean absolute difference of 0.89 mm for the SLS
prototype and 1.07 mm for the 3DP prototype. Murugesan et al.
(2012) attained much better accuracy using a PolyJet model
(mean relative difference of 0.133%) compared with the 3DP
models and the fused deposition models (1.67 and 1.73%, respec-
tively). However, there are no data available on the absolute dif-
ferences in this study. Salmi et al. (2013) compared SLS, PolyJet
and 3DP prototypes with a 3D virtual model of a skull and re-
ported a mean absolute difference of 0.20 ± 0.14 mm for the
PolyJet model, 0.44e0.80 ± 0.25e0.51 mm for the 3DP model and
0.93 ± 0.38e0.41 mm for the SLS model. The maximal difference
was 0.49 mm for the PolyJet model, 1.66 mm for the 3DP model
and 1.89 for the SLS model. Ibrahim et al. (2009) compared SLS,
3DP, and PolyJet models with a dry human mandible and observed
mean absolute differences of 0.90 mm, 1.44 mm and 1.23 mm,
respectively. Primo et al. (2012) compared a dry human skull to a
3DP model produced with cone beam computed tomography data.
The observed mean relative difference was 0.62% for the prototype
obtained using multislice computed tomography, 0.74% for the
prototype produced using CBCT with a 0.25 mm voxel size, and
0.82% for CBCT with a 0.40 mm voxel size. No absolute difference
data were provided in this study.

The absolute difference did not correlate with the measured
distance (r ¼ �0.063, p < 0.05). This expected lack of correlation
proved that the measurements were performed correctly.
Furthermore, the absolute differences may be useful for comparing
studies.

The differences between the dry mandible and its correspond-
ing printed 3D model may have resulted from errors during each
manufacturing step, from the acquisition of the CBCT data to hu-
man errors during the weeding and measurement steps with the
3D measuring arm. The slice thickness of the utilised CBCT scans
was 0.5 mm. Primo et al. (2012) proved that this thickness provides
adequate resolution for preparing a 3D printed model of a dry
mandible. However, some details are irreversibly lost in a 3D
printed model due to the slice thickness, the volume-averaging
effect (Choi et al., 2002), and the threshold value. Additional
post-processing, although performed carefully, can also introduce
errors, especially when multiple software programs are used. Er-
rors may also occur during the printing process, where the blade
sometimes cuts small details, and during weeding, when residual
paper is removed from the final model and small details can be lost.
Ultimately, human error is a primary contributor to measurement
errors (Salmi et al., 2013).

Faced with numerous potential pitfalls, the authors decided to
introduce a point inaccuracy value that helps define whether the
landmarks were located and measured accurately. A large
Please cite this article in press as: Olszewski R, et al., Accuracy of three-d
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inaccuracy for certain points may be the result of all of the
mentioned possible errors. Most of the landmarks that were
rejected because of a high point inaccuracy were located either on
the bone foramina or the teeth cusps. The possible explanations for
these inaccuracies are associated with difficulties in finding the
exact same spot on the dry human mandible and the 3D printed
model because of either severely abraded cusps, lack of detail, er-
rors during theweeding process and human error. The repeatability
was 0.48% for the dry humanmandible and 0.27% for the 3D printed
model. The observed difference is probably associated with mini-
mal sliding of a tip on the measuring arm on bone and teeth. Salmi
et al. (2013) reported measurement accuracies of 0.08e0.12% with
the help of a robotic arm.

The statistically lower differences that were observed in the
measured bone-to-bone distances compared with the other
measurement groups are difficult to explain. One possible
explanation is that there is minimal movement of teeth in their
sockets in the dry human mandible. There was no such move-
ment in the 3D printed paper model. Pressure from the
measuring arm could minimally shift the teeth in relationship to
the bone in the dry human mandible, resulting in the observed
difference.

Certain details were lost during the weeding process. Further-
more, printing and weeding the model are time consuming. For the
presented mandible, printing took 16 h, and weeding took 5 h.

The cost of a 3D paper-based model is less than that of a model
made of photopolymerisable resin because of the cost of paper (500
sheets for 7.5 euros, 200 sheets are required for one 3D mandible
model). The weeding process was time-consuming for this partic-
ular model because of the 3D tooth reconstruction. However, only
handwork and pliers are necessary for weeding the extra paper
around the 3D model; more complex parts and processes are
required for post-processing stereolithography or 3D printed
models (cyanoacrylate glue baths). Finally, 3D paper models are
fully biodegradable, whereas other commonly used 3D printed
parts are not.
5. Conclusions

The accuracy of 3Dmodels printed with a paper-based, low-cost
Matrix 300 3D printer was acceptable. The average error of
0.36 ± 0.29 mmwas no greater than that measured for other types
of 3D printers. A gold standard should be set for comparing
different methods of 3D printing. The mean relative difference is
not the best value for comparing studies because measurement
length has a significant influence on the results. The proposed point
inaccuracy methodology may be useful for future studies con-
cerned with checking the accuracy of a 3D RPM. Further studies
should test the cytotoxicity and sterilisation of 3D paper-based
RPMs from a Matrix 300 printer to ensure they are safe to use in
the operating field.
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Table A1 (continued )
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Appendix A
Table A1
List of the utilised anatomical landmarks. Rejected landmarks with a point inaccu-
racy greater than 30% are italicised.

No Name of the landmark Location Point inaccuracy

1 Right mandibular foramen Bone 5.33%
2 Right lingula of mandible Bone 2.67%
3 Posterior edge of mental foramen right Bone 61.33%
4 Anterior edge of mental foramen right Bone 69.33%
5 Midline foramen Bone 61.33%
6 Anterior edge of mental foramen left Bone 77.33%
7 Posterior edge of mental foramen left Bone 46.67%
8 Left lingula of mandible Bone 4.00%
9 Left mandibular foramen Bone 5.33%
10 Vestibular point on tooth 48 Tooth 8.00%
11 Bone edge between 48 and 47 Bone 37.33%
12 Vestibular point on tooth 47 Tooth 17.33%
13 Bone edge between 47 and 46 Bone 18.67%
14 Vestibular point on tooth 45 Tooth 12.00%
15 Bone edge between 45 and 44 Bone 9.33%
16 Bone edge between 44 and 43 Bone 8.00%
17 Vestibular point on tooth 43 Tooth 8.00%
18 Bone edge between 43 and 42 Bone 12.00%
19 Vestibular point on tooth 42 Tooth 10.67%
20 Bone edge between 42 and 41 Bone 6.67%
21 Vestibular point on tooth 41 Tooth 12.00%
22 Bone edge between 41 and 31 Bone 5.33%
23 Vestibular point on tooth 31 Tooth 8.00%
24 Bone edge between 31 and 32 Bone 5.33%
25 Vestibular point on tooth 32 Tooth 10.67%
26 Bone edge between 32 and 33 Bone 8.00%
27 Vestibular point on tooth 33 Tooth 14.67%
28 Bone edge between 33 and 34 Bone 9.33%
29 Vestibular point on tooth 34 Tooth 6.67%
30 Bone edge between 34 and 35 Bone 5.33%
31 Vestibular point on tooth 35 Tooth 5.33%
32 Bone edge between 35 and 36 Bone 13.33%
33 Vestibular point on tooth 36 Tooth 17.33%
34 Bone edge between 36 and 37 Bone 2.67%
35 Vestibular point on tooth 37 Tooth 14.67%
36 Bone edge between 37 and 38 Bone 12.00%
37 Vestibular point on tooth 38 Tooth 6.67%
38 Lingual point on tooth 48 Tooth 10.67%
39 Lingual point on tooth 47 Tooth 12.00%
40 Lingual point on tooth 45 Tooth 10.67%
41 Lingual point on tooth 44 Tooth 10.67%
42 Lingual point on tooth 43 Tooth 9.33%
43 Lingual point on tooth 42 Tooth 10.67%
44 Lingual point on tooth 31 Tooth 16.00%
45 Lingual point on tooth 32 Tooth 10.67%
46 Lingual point on tooth 33 Tooth 9.33%
47 Lingual point on tooth 34 Tooth 16.00%
48 Lingual point on tooth 35 Tooth 18.67%
49 Lingual point on tooth 36 Tooth 6.67%
50 Lingual point on tooth 37 Tooth 5.33%
51 Lingual point on tooth38 Tooth 8.00%
52 48 Distal lingual cusp Tooth 8.00%
53 48 Mesial lingual cusp Tooth 37.33%
54 47 Distal lingual cusp Tooth 9.33%
55 47 Mesial lingual cusp Tooth 16.00%
56 47 Distal vestibular cusp Tooth 9.33%
57 47 Mesial vestibular cusp Tooth 9.33%
58 46 Distal lingual cusp Tooth 13.33%
59 46 Mesial lingual cups Tooth 13.33%
60 46 Distal vestibular cusp Tooth 13.33%
61 46 Mesial vestibular cusp Tooth 9.33%

No Name of the landmark Location Point inaccuracy

62 45 Lingual cusp Tooth 16.00%
63 45 Vestibular cusp Tooth 44.00%
64 44 Lingual cusp Tooth 9.33%
65 44 Vestibular cusp Tooth 40.00%
66 43 cusp Tooth 50.67%
67 point between incisor edges of 41 and 31 Tooth 22.67%
68 33 cusp Tooth 25.33%
69 34 Vestibular cusp Tooth 32.00%
70 34 Lingual cusp Tooth 17.33%
71 35 Vestibular cusp Tooth 12.00%
72 35 Lingual cusp Tooth 13.33%
73 36 Mesial lingual cusp Tooth 13.33%
74 37 Mesial lingual cusp Tooth 9.33%
75 38 Mesial lingual cusp Tooth 14.67%
76 38 Distal lingual cusp Tooth 78.67%
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