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In this study, we aimed to verify the accuracy of models created with the help of open-source Slicer 3.6.3
software (Surgical Planning Lab, Harvard Medical School, Harvard University, Boston, MA, USA) and the
Mcor Matrix 300 paper-based 3D printer. Our study focused on the accuracy of recreating the walls of the
right orbit of a cadaveric skull.

Cone beam computed tomography (CBCT) of the skull was performed (0.25-mm pixel size, 0.5-mm
slice thickness). Acquired DICOM data were imported into Slicer 3.6.3 software, where segmentation
was performed. A virtual model was created and saved as an .STL file and imported into Netfabb Studio
professional 4.9.5 software. Three different virtual models were created by cutting the original file along
three different planes (coronal, sagittal, and axial). All models were printed with a Selective Deposition
Lamination Technology Matrix 300 3D printer using 80 gsm A4 paper. The models were printed so that
their cutting plane was parallel to the paper sheets creating the model. Each model (coronal, sagittal, and
axial) consisted of three separate parts (~200 sheets of paper each) that were glued together to form a
final model. The skull and created models were scanned with a three-dimensional (3D) optical scanner
(Breuckmann smart SCAN) and were saved as .STL files. Comparisons of the orbital walls of the skull, the
virtual model, and each of the three paper models were carried out with GOM Inspect 7.5SR1 software.
Deviations measured between the models analysed were presented in the form of a colour-labelled map
and covered with an evenly distributed network of points automatically generated by the software. An
average of 804.43 ± 19.39 points for each measurement was created. Differences measured in each point
were exported as a .csv file. The results were statistically analysed using Statistica 10, with statistical
significance set at p < 0.05.

The average number of points created on models for each measurement was 804.43 ± 19.39; how-
ever, deviation in some of the generated points could not be calculated, and those points were excluded
from further calculations. From 94% to 99% of the measured absolute deviations were <1 mm.

The mean absolute deviation between the skull and virtual model was 0.15 ± 0.11 mm, between the
virtual and printed models was 0.15 ± 0.12 mm, and between the skull and printed models was
0.24 ± 0.21 mm.

Using the optical scanner and specialized inspection software for measurements of accuracy of the
created parts is recommended, as it allows one not only to measure 2-dimensional distances between
anatomical points but also to performmore clinically suitable comparisons of whole surfaces. However, it
requires specialized software and a very accurate scanner in order to be useful. Threshold-based,
manually corrected segmentation of orbital walls performed with 3D Slicer software is accurate
enough to be used for creating a virtual model of the orbit. The accuracy of the paper-based Mcor Matrix
300 3D printer is comparable to those of other commonly used 3-dimensional printers and allows one to
or).
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create precise anatomical models for clinical use. The method of dividing the model into smaller parts
and sticking them together seems to be quite accurate, although we recommend it only for creating
small, solid models with as few parts as possible to minimize shift associated with gluing.

© 2015 European Association for Cranio-Maxillo-Facial Surgery. Published by Elsevier Ltd. All rights
reserved.
1. Introduction

Anatomical reconstruction is currently one of themain concerns
in maxillofacial surgery. It is especially important in the orbital wall
trauma, where restoring the correct shape of the orbit can signifi-
cantly reduce complications (Jazwiecka-Koscielniak and
Kozakiewicz, 2014; Kozakiewicz and Szymor, 2013; Kozakiewicz,
2014; Kozakiewicz et al., 2013a,b). Nowadays we can restore pre-
trauma anatomy with the aid of three-dimensional (3D) virtual
images created from computed tomography data, as well as real
solid models created with additive manufacturing. Although
currently used models seem to be sufficiently accurate (Salmi et al.,
2013), the relatively high costs of creating real 3D models limit
common use of this technology. Therefore decided to verify the
accuracy of models created with help of open-source Slicer 3.6.3
software (Surgical Planning Lab, Harvard Medical School, Harvard
University, Boston, Machusetts, USA) and Mcor Matrix 300 paper-
based 3D printer (Olszewski et al., 2014). Our study focused on
the accuracy of recreating walls of the right orbit of cadaveric skull.
Because of printer problems with flawlessly printing models
thicker than 200 sheets of paper, we separated the orbital model
into three blocks of around 200 sheets of paper each and 3D printed
them separately. We applied this technique to evaluate the accu-
racy of models printed from separate pieces. We wanted to know
whether stacking together separate parts would have important
influence on the accuracy of the final full model and whether this
approach could bypass the drawbacks of the Mcor 3D printer. We
also wanted to know whether there was a significant difference
between models separated and re-formed again along axial, coro-
nal, or sagittal plane. Final models were compared with the original
skull with the help of optical scanner and specialized engineering
software.
Fig. 1. Virtual model cut in the sagittal plane into three smaller parts. The .STL file
created in the segmentation process was cut into smaller pieces along the coronal,
sagittal, or axial plane to facilitate the printing process.
2. Material and methods

After close examination, due to very good quality of preserved
orbital walls, skull number 17 from the anatomical collection of
Facult�e de M�edecine et Medicine Dentaire, Department of Anatomy
(Prof B. Leng�el�e) UCL was selected for further analysis. Cone beam
computed tomography (CBCT) (Accuitomo, Morita, Kyoto, Japan)
(Primo et al., 2012) of the skull was performed with the following
parameters: 140 � 100-mm field of view, 90 kV, 5 mA, Hifi mode,
0.25-mm pixel size, and 0.5-mm slice thickness. Acquired DICOM
data were imported into Slicer 3.6.3 (Egger et al., 2012; Pieper et al.,
2004) software (Surgical Planning Lab, Harvard Medical School,
Harvard University, Boston, MA, USA). Then, automatic threshold-
based segmentation was performed. Selected regions were manu-
ally corrected slice by slice in coronal view to completely close
pseudo foramens present after automatic segmentation (Elgalal
et al., 2010; Hohlweg-Majert et al., 2005; Kokemueller et al.,
2008; Kozakiewicz et al., 2009; Metzger et al., 2007). The created
virtual model (VM) was saved as an .STL file and imported into
Netfabb Studio professional 4.9.5 software (Netfabb, Parsberg,
Germany). Three different virtual models were created by cutting
the original file along three different planes (coronal, sagittal, and
axial) (Fig. 1). All created models were printed with a low-cost,
paper-based Matrix 300 3D printer (Mcor Technologies, Dunleer,
Ireland), which is based on Selective Deposition Lamination tech-
nology. The printer is controlled by a personal computer with Sli-
ceIt 4.7 software (Mcor Technologies, Dunleer, Ireland). In this
software, each imported part is analysed and cut into 0.1-mm layers
that are equal to the thickness of the utilised 80 gsm A4 sheet of
paper (Plantin, Evere, Belgium). The prepared two-dimensional
(2D) data were sent to the Matrix 300 printer, where a tungsten
blade cut a sheet of paper layer by layer according to the medical
imaging data. The layers were glued together with water-soluble
adhesive (Mcor Technologies, Dunleer, Ireland) (Olszewski et al.,
2014). Each model was placed in the printing software so that its
cutting plane was parallel to the paper sheets creating the model.
After printing, parts were cleaned from the excess material in a
process called “weeding.” Each model (coronal, sagittal, and axial)
consisted of three separate parts (~200 sheets of paper each) that
were glued together to form a final model. Freed parts were stuck
together using Pelifix glue (Pelikan, Hannover, Germany) (Fig. 2).
The skull and created models were scanned with Breuckmann
smart SCAN (Breuckmann, Meersburg, Germany), a 3D optical
scanner provided by Cadmech (Wrocław, Poland) and saved as .STL
files. Accuracy declared by the manufacturer for that optical scan-
ning was 40e50 mm. Therefore it was possible to compare orbital
walls of the skull, virtual model, and each of three full paper
models. Those comparisons were carried out in GOM Inspect
7.5SR1 software (GOM, Braunschweig, Germany) as follows: skull
versus virtual model, virtual model versus printed model (coronal,
sagittal, and axial), and finally skull versus printed model (coronal,
sagittal, and axial). After importing a pair of files for comparison to
GOM software, they had to be aligned. To do so, one of the models
(usually the skull, as the virtual model was used only when the
skull was not compared) had to be marked as nominal element and
the compared one as an actual element. As a first step, the



Fig. 3. Network of evenly distributed points on the surface of lateral and upper orbital
walls. The network was created on a colour-labelled map of measured deviations
between superimposed models. Distance between created points was set to 2 mm.
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alignment was performed with a “prealignement“ command, and
later on, after selecting only orbital walls on both models, the final
alignment was made with “local best fit” command. Alignment was
checked and accepted by the author before further analysis was
done. Next, deviations measured between analysed models were
presented in the form of a colour-labelled map (Fig. 3) with the
maximum distance for comparison set for 10 mm. On the created
mesh orbital surface of each orbital wall was a manually selected
set of evenly distributed network of points automatically generated
by the software (Fig. 3). The distance between points was set to
2 mm, measured along the plane parallel to the selected area,
because lower values resulted in a software error (too many points
would be created). An average of 804.43 ± 19.39 points for each
measurement were created. Differences measured at each point
were exported as a .csv file. The results were statistically analysed
using Statistica 10 (StatSoft Inc., Tulsa, OK, USA) with statistical
significance set at p < 0.05.
3. Results

The average number of points created on models for each
measurement was 804.43 ± 19.39 (Table 1). There were an average
of 258 ± 13.47 points on the superior orbital wall, 218.14 ± 11.32 on
the lateral wall, 153.57 ± 10.88 on the inferior wall, and
174.71 ± 14.45 on the medial orbital wall. However, the deviation in
some of generated points could not be calculated (Table 1). Those
points were excluded from further calculations. On average there
were 8.43 ± 6.21 such points for each measurement. Most
frequently they occurred on the medial (3.43 ± 3.95) and lateral
(3.29 ± 2.50) walls. There were 1.57 ± 1.51 points without calcu-
lated deviations on the inferior orbital wall and only 0.14 ± 0.38 on
the superior orbital wall. Most of those points, as well as points
with large deviations when compared to the median, were located
in or near the natural foramina of the orbit, i.e., the anterior and
posterior ethmoidal foramina, lacrimal groove and nasolacrimal
canal, and inferior and superior orbital fissure. In these areas, the
point deviation betweenmeasured objects reached extreme values,
as can be seen in Table 1. However, from 94% to 99% of measured
absolute deviations were smaller than 1 mm. Therefore the Grubbs
two-sided test with p ¼ 0.05 was performed to eliminate such
outliers for each orbital wall in each measurement separately. Test
was re-run until there were no outliers left in the data used. There
were usually 24 ± 12.74 points discarded in this way from further
analysis for each measurement (Table 1).
Fig. 2. Paper-based models printed on a Matrix 300 3D printer. Each model consists of three
the left, the models are cut in the coronal, axial, and sagittal planes.
The mean absolute deviation between the skull and virtual
model was 0.15 ± 0.11 mm (Table 1). Analysis of variance (ANOVA)
showed that there was a statistically significant difference in ab-
solute deviation between the measured walls (p < 0.01) There was
no such difference between the medial and inferior wall (p ¼ 0.22)
(Table 2).

The mean absolute deviation between the virtual and printed
models was 0.15 ± 0.12 mm. For the model cut in the axial plane, it
was 0.13 ± 0.09 mm; for the model cut in the coronal plane
0.11 ± 0.07 mm, and for the model cut sagittally it was
0.22 ± 0.16 mm. ANOVA showed that there was statistically sig-
nificant difference in measurements of absolute deviation between
printed models and a virtual model for all printed models
(p < 0.01). The sagittally cut model was different from the other
models (p < 0.01). The difference between the models cut in the
axial and coronal planes was also statistically significant (p ¼ 0.02).
Closer analysis (Table 3) showed that the differences between
measurements on the superior, medial, and orbital walls for axially
and coronally cut models were not statistically different (p ¼ 1.00
and p ¼ 0.65 for the lateral orbital wall). The only statistically sig-
nificant difference was in measurements done on the inferior
orbital wall (p < 0.01). The model cut in the sagittal plane had
measurements of absolute deviation that were statistically signifi-
cantly different from those of other models for each orbital wall
(p < 0.01).

The mean absolute deviation between the skull and printed
models was 0.24± 0.21mm. Although themeasuredmean absolute
smaller parts, which were printed separately and later stuck together with glue. From



Table 1
Measurement results.

Measurement/wall Points
created

Points without
calculated deviation

Outlier
points

Points
measured

Mean
deviation
[mm]

Deviation
SD [mm]

Minimal
deviation
[mm]

Maximal
deviation
[mm]

Mean absolute
deviation [mm]

Absolute
deviation
SD [mm]

Skull vs virtual
model

832 17 23 792 �0.05 0.18 �8.16 6.96 0.15 0.11

Superior 269 1 0 268 �0.03 0.11 �0.31 0.30 0.10 0.06
Lateral 223 2 4 217 �0.01 0.18 �4.04 6.96 0.14 0.11
Inferior 156 3 5 148 �0.17 0.18 �2.05 5.16 0.22 0.12
Medial 184 11 14 159 �0.04 0.23 �8.16 3.24 0.19 0.13
Axial vs virtual

model
806 5 21 780 �0.09 0.13 �2.78 8.79 0.13 0.09

Superior 253 0 3 250 �0.08 0.12 �0.48 0.54 0.11 0.09
Lateral 217 4 4 209 �0.04 0.13 �0.43 8.79 0.10 0.09
Inferior 164 0 7 157 �0.17 0.12 �0.51 5.61 0.18 0.10
Medial 172 1 7 164 �0.10 0.13 �2.78 6.27 0.13 0.09
Coronal vs virtual

model
798 11 37 750 �0.02 0.13 �7.49 9.40 0.11 0.07

Superior 255 0 11 244 �0.08 0.10 �7.49 2.98 0.11 0.07
Lateral 197 3 7 187 0.03 0.12 �4.02 9.40 0.10 0.07
Inferior 147 3 8 136 �0.04 0.11 �0.42 5.97 0.10 0.06
Medial 199 5 11 183 0.01 0.14 �2.70 7.83 0.13 0.07
Sagittal vs virtual

model
827 13 43 771 �0.06 0.26 �7.31 8.46 0.22 0.16

Superior 272 0 8 264 0.03 0.23 �7.31 1.21 0.18 0.14
Lateral 221 8 13 200 �0.15 0.31 �6.48 0.80 0.28 0.20
Inferior 162 3 10 149 0.10 0.14 �6.45 8.46 0.15 0.09
Medial 172 2 12 158 �0.25 0.19 �0.60 6.42 0.28 0.14
Skull vs axial 780 2 7 771 0.02 0.24 �0.72 8.87 0.20 0.14
Superior 242 0 0 242 �0.22 0.18 �0.72 0.29 0.24 0.15
Lateral 218 2 2 214 0.09 0.17 �0.48 0.81 0.14 0.13
Inferior 152 0 3 149 0.26 0.12 �0.22 8.87 0.26 0.11
Medial 168 0 2 166 0.06 0.18 �0.34 0.75 0.15 0.11
Skull vs coronal 786 11 12 763 0.03 0.23 �3.58 5.93 0.18 0.14
Superior 242 0 2 240 �0.02 0.13 �3.58 1.17 0.10 0.08
Lateral 235 4 6 225 0.26 0.12 �2.30 5.93 0.27 0.12
Inferior 133 2 2 129 �0.01 0.19 �0.65 3.26 0.14 0.13
Medial 176 5 2 169 �0.17 0.20 �0.67 5.92 0.20 0.16
Skull vs sagittal 802 0 25 777 �0.24 0.38 �4.76 4.78 0.35 0.28
Superior 273 0 3 270 �0.22 0.31 �0.85 2.42 0.32 0.21
Lateral 216 0 4 212 �0.07 0.25 �1.55 4.78 0.22 0.15
Inferior 161 0 7 154 �0.09 0.31 �4.76 3.31 0.26 0.19
Medial 152 0 11 141 �0.71 0.33 �2.76 3.98 0.72 0.29
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deviations for axially (0.20 ± 0.14 mm) and coronally
(0.18 ± 0.14 mm) cut models were similar, there was a statistically
significant difference between those measurements (p ¼ 0.01). The
mean absolute deviation in comparison of the skull and sagittally
cut model was 0.35 ± 0.28 mm. ANOVA showed that there was a
statistically significant difference for all three printed models
(p < 0.01).

When comparing deviations measured on each orbital wall of
the skull versus the printed model measurements, there was no
statistically significant difference between the axially and coronally
cut model only on medial orbital wall (p ¼ 0.09). On the other
orbital walls, such differences were statistically significant
(p < 0.01). Surprisingly, the difference between measurements
done in the sagittally and axial cut models on the inferior orbital
wall was not statistically significant (p ¼ 0.17). However, in com-
parisons of the skull versus the printed model, for the sagittally cut
model the mean absolute deviation measured on the inferior wall
(0.26 ± 0.19 mm) was one of the lowest, whereas for the axially cut
model the mean absolute deviations on the inferior wall
(0.26 ± 0.11 mm) were the greatest. Therefore, such lack of a sta-
tistically significant difference in this case should be considered as
incidental.

For each case of measurements, a statistical analysis of
measured absolute deviation differences between orbital walls was
also performed (Table 2). In each of analysed superimpositions,
ANOVA revealed a statistically significant difference between the
measured absolute deviations on each orbital wall (p < 0.01).

4. Discussion

Although rapid prototyping techniques such as 3D printing and
Computerized Numerical Control milling are commonly used in
maxillofacial surgery (Jazwiecka-Koscielniak and Kozakiewicz,
2014; Kozakiewicz and Szymor, 2013; Kozakiewicz et al.,
2013a,b), verification of the accuracy of the machines used has
usually been done in 2D manner, by simple comparison of linear
measurements between selected points (Choi et al., 2002; Ibrahim
et al., 2009; Olszewski et al., 2014; Salmi et al., 2013; Silva et al.,
2008). There are only a few articles indexed in PubMed in which
authors verified the accuracy of additive manufactured models of
bones created from previously acquired CT-derived DICOM data by
using 3D scans (Anstey et al., 2011; Huotilainen et al., 2014; Pan
et al., 2014). Only one of those studies concerned the maxillofa-
cial region (Huotilainen et al., 2014). Also, there are some studies
verifying the accuracy of created 3D models from segmentation of
hard tissues from DICOM files by comparing themwith 3D scans of
real objects (Akyalcin et al., 2013; Engelbrecht et al., 2013; Fourie
et al., 2012; Martorelli et al., 2014; Shahbazian et al., 2010). The
overall accuracy of 3D printed models is based on the sum of the
errors made during the process of preparing and printing the parts.



Table 2
Statistical analysis of differences in absolute deviations between orbital walls.

Measurement Wall Lateral Superior Inferior Medial

Skull vs virtual model Lateral <0.01 <0.01 <0.01
Superior <0.01 <0.01 <0.01
Inferior <0.01 <0.01 0.22
Medial <0.01 <0.01 0.22

Axial vs virtual model Lateral 0.35 <0.01 <0.01
Superior 0.35 <0.01 0.12
Inferior <0.01 <0.01 <0.01
Medial <0.01 0.12 <0.01

Coronal vs virtual model Lateral 1.00 1.00 <0.01
Superior 1.00 1.00 0.01
Inferior 1.00 1.00 0.02
Medial <0.01 0.01 0.02

Sagittal vs virtual model Lateral <0.01 <0.01 0.86
Superior <0.01 1.00 <0.01
Inferior <0.01 1.00 <0.01
Medial 0.86 <0.01 <0.01

Skull vs axial Lateral <0.01 <0.01 1.00
Superior <0.01 0.06 <0.01
Inferior <0.01 0.06 <0.01
Medial 1.00 <0.01 <0.01

Skull vs coronal Lateral <0.01 <0.01 <0.01
Superior <0.01 0.03 <0.01
Inferior <0.01 0.03 <0.01
Medial <0.01 <0.01 <0.01

Skull vs sagittal Lateral <0.01 0.27 <0.01
Superior <0.01 0.12 <0.01
Inferior 0.27 0.12 <0.01
Medial <0.01 <0.01 <0.01

For each superimposition of scanned models analysed, absolute deviations on each
orbital wall were measured and compared with each other. The p value of ANOVA
for between-wall comparisons is presented. Pairs of orbital walls, in which differ-
ence between measured absolute deviations was not statistically significant
(p < 0.05), are given in boldface type.

Table 3
Statistical analysis of measured differences in absolute deviations between orbital
virtual model and printed model for each orbital wall.

Wall Measurement Axial vs
virtual
model

Coronal vs
virtual
model

Sagittal vs
virtual
model

Lateral Axial vs virtual model 0.65 <0.01
Coronal vs virtual model 0.65 <0.01
Sagittal vs virtual model <0.01 <0.01

Superior Axial vs virtual model 1.00 <0.01
Coronal vs virtual model 1.00 <0.01
Sagittal vs virtual model <0.01 <0.01

Inferior Axial vs virtual model <0.01 0.01
Coronal vs virtual model <0.01 <0.01
Sagittal vs virtual model 0.01 <0.01

Medial Axial vs virtual model 1.00 <0.01
Coronal vs virtual model 1.00 <0.01
Sagittal vs virtual model <0.01 <0.01

For each superimposition of printed models analysed and virtual model, absolute
deviations on each orbital wall weremeasured and compared with each other. The p
value of ANOVA for between-superimpositions comparison is presented for each
orbital wall separately. Pairs of superimpositions, in which the difference between
measured absolute deviations was not statistically significant (p < 0.05), are given in
boldface type.
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Similar to other studies (Anstey et al., 2011; Engelbrecht et al.,
2013; Fourie et al., 2012; Huotilainen et al., 2014; Martorelli et al.,
2014; Moerenhout et al., 2009; Olszewski et al., 2008; Pan et al.,
2014), we created our models with threshold segmentation. Un-
fortunately this process is not error-free (Engelbrecht et al., 2013;
Fourie et al., 2012; Huotilainen et al., 2014). Manual correction
performed thereafter focused mainly on closing pseudo foraminas
generated in the threshold segmentation protocol. To do so, and
also to facilitate further printing of the 3D model, paranasal sinuses
(i.e., maxillary, frontal, and ethmoidal sinuses) were incorporated
into the model. Manual segmentation was done slice by slice in the
coronal view until the results were the authors deemed it satis-
factory. Despite the small voxel size, using a cadaver skull without
soft tissues, and with care taken in this process because of the
nature of the DICOM data (Engelbrecht et al., 2013; Fourie et al.,
2012; Huotilainen et al., 2014), it was impossible to precisely
mark the bone margins (Fig. 4). This was clearly visible in or near
the natural foramina of the orbit (i.e., the anterior and posterior
ethmoidal foramina, lacrimal groove and nasolacrimal canal, and
inferior and superior orbital fissure), because some of these
foramina were unintentionally made smaller or even closed during
manual segmentation. This was associated with the occurrence of
extreme deviations in such places, and such values as clear outliers
had to be discarded. Although accuracy of segmentation is associ-
ated with voxel size (Martorelli et al., 2014), there is no significant
difference whether CT or CBCT is used (Martorelli et al., 2014;
Olszewski et al., 2008). In this study, we used CBCT with a 0.25-
mm pixel size and a 0.5-mm slice thickness.

Therefore, the accuracy of segmentation is the first factor that
influences the overall accuracy of printed models. Nevertheless, the
results of this study show very good accuracy of hard tissue seg-
mentation with 3D Slicer software. The mean deviation between
the skull and the virtual model was only �0.05 ± 0.18 mm, and the
average absolute deviationwas 0.15 ± 0.11mm. The values acquired
are similar to those found in other studies (Table 4).

The other factor that has a great influence on the accuracy of
printed models is the actual accuracy of the printer used (Salmi
et al., 2013). In this study, the overall mean accuracy of printed
models compared with virtual models was 0.15 ± 0.12 mm. This
result is comparable to those of other studies (Table 5).

Another factor that is important in planning such a study is the
accuracy of the measuring tool used, because it can also influence
the final results. In this study, we used 3D models created with a
Breuckmann smart SCAN (Breuckmann, Meersburg, Germany) 3D
optical scanner. The optical scanner requires an unobstructed field
of view for the camera in order to scan the object successfully
(Huotilainen et al., 2014). This issue is resolved by rotating the
physical object and creating the virtual object with overlap of the
earlier scanned parts in specialized software. Therefore, after a few
unsuccessful attempts at scanning with optical and laser scanners
available at the Medical University of Lodz, we decided to sub-
contract Cadmech (Wrocław, Poland) to perform the scanning. The
accuracy of scanning was 40e50 mm and greatly surpassed the
accuracy of CBCT; therefore it should not have a significant influ-
ence on the results obtained.

Furthermore, some details were lost in the “weeding” process.
During this process, freeing large and rather flat surfaces usually is
problem-free; however, small and protruding elements are usually
lost. Sometimes freeing excess material located in or nearby natural
foramina of the orbit, i.e., the anterior and posterior ethmoidal
foramina, lacrimal groove and nasolacrimal canal, and inferior and
superior orbital fissure has been very difficult, if not impossible,
without damaging nearby structures (Kozakiewicz et al., 2013a,b).
Moreover, in such areas, segmentation from CBCT DICOM files also
was done manually and is prone to errors (Engelbrecht et al., 2013;
Fourie et al., 2012; Moerenhout et al., 2009). Theweeding process is
also time consuming. For models presented in this study, the
weeding process took one investigator 17 h 10 min for the sagittal
model, 13 h 20 min for the coronal model, and 10 h 35 min for the
axial model. The models were freed in the above order.

Another factor that also influenced the overall accuracy of the
created models was the fact that each model was actually made
from three separate parts that had to be stuck together. A 3D printer
Mcor Matrix 300 has some disadvantages in terms of production



Fig. 4. Segmentation in 3D Slicer. Visible jagged edge of selection in magnification.

Table 4
Accuracy of segmentation in different studies.

Author Anatomy compared Method of comparison Software used for
segmentation

Absolute
mean [mm]

Mean [mm] Max [mm]

Anstey et al.
(Anstey et al., 2011)

VM vs SC
Proximal femur

Models superimposition Mimics 0.58 ± 0.61 �0.48 1.62

Anstey et al.
(Anstey et al., 2011)

VM vs SC
Acetabulum

Models superimposition Mimics 0.72 ± 0.81 �0.59 2.86

Engelbrecht et al.
(Engelbrecht et al., 2013)

VM vs SC
Human mandible

Linear measurements SimPlant Ortho Pro 1.98 ± 1.37 2.15 ± 1.30

Fourie et al.
(Fourie et al., 2012)

VM vs SC
Human mandible

Models superimposition SimPlant Ortho Pro 0.330 ± 0.427
0.763 ± 0.392

Huotilainen et al.
(Huotilainen et al., 2014)

SP vs SP
Human skull

Models superimposition Mango
3D Slicer
STL Model Creator
Planmeca ProModel

>1 mm

Martorelli et al.
(Martorelli et al., 2014)

VM vs SM Models superimposition Scanora 3D 0.137 ± 0.159 1.365

Shahbazian et al.
(Shahbazian et al., 2010)

VM vs SP
Wisdom tooth

Models superimposition Scanora 80% between �0.25
and 0.25

2.1e2.5

Akyalcin et al.
(Akyalcin et al., 2013)

VM vs SM
Teeth arch

Linear measurements Anatomage 0.32 ± 0.06

Richard et al.
(Richard et al., 2014)

VM vs C Linear measurements 0.25 ± 2.07 3.04

Choi et al.(Choi et al., 2002) VM vs C
Skull

Linear measurements V-Works 0.49 ± 0.34 1.08

Present study VM vs SC
Skull

Models superimposition 3D Slicer 3.6.3 0.15 ± 0.11 �0.05 ± 0.18 0.75

VM ¼ virtual model generated from DICOM data; SC ¼ scanned cadaver; SB ¼ scanned benchmark model; SP ¼ scanned printed model; C ¼ cadaver; P ¼ printed model.

Table 5
Comparison of virtual and printed models in different studies.

Author Anatomy compared Method of comparison Technology for creating model Absolute mean [mm] Mean [mm] Max [mm]

Anstey et al.(Anstey et al., 2011) VM vs SP
Proximal femur

Models superimposition FDM 0.47 ± 0.49 �0.46 0.94

Anstey et al.(Anstey et al., 2011) VM vs SP
Acetabulum

Models superimposition FDM 0.55 ± 0.58 �0.55 1.91

Salmi et al.(Salmi et al., 2013) VM vs P Point inspection SLS 0.93 ± 0.38e0.41 1.89
Salmi et al.(Salmi et al., 2013) VM vs P Point inspection 3DP 0.44e0.80 ± 0.25e0.51 1.66
Salmi et al.(Salmi et al., 2013) VM vs P Point inspection PolyJet 0.20 ± 0.14 0.49
Choi et al.(Choi et al., 2002) C vs P

Skull
Linear measurements SLA 0.57 ± 0.62 2.23

Present study VM vs SP
Czaszka

Nało _zenie brył SDL 0.13 ± 0.09
0.11 ± 0.07
0.22 ± 0.16

�0.09 ± 0.13
�0.02 ± 0.13
�0.06 ± 0.26

1.17

VM ¼ virtual model generated from DICOM data; SC ¼ scanned cadaver; SB ¼ scanned benchmark model; SP ¼ scanned printed model; C ¼ cadaver; P ¼ printed model;
FDM ¼ fused deposition modelling; SLA ¼ stereolithography; SDL ¼ selective deposition lamination; 3DP ¼ 3D printing; SLS ¼ selective laser sintering.
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Fig. 5. View of a connection between the middle and lateral part of a model cut in the
sagittal plane. The thin part of the model creating the superior orbital wall is visible.
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time: the 3D printing of the orbit model used in our experiment
took 24 h, with 8 h used for each pack of approximately 200 sheets
of paper, and a 1-km run of the tungsten blade for the orbit. There
was a need for a specific type of paper (not all types of A4 format
paper are capable of being used in the 3D Mcor printer, as is stated
in the Mcor technical instructions); and a paper jam frequently
occurs if the room temperature and humidity are not controlled,
resulting in frequent stops and errors during the entire process.
From our own experience, these problems seem to be more
frequent if a full model is made of more than 200 sheets of paper.

Therefore, some of those models were more accurate than
others. The least precise model was that cut in the sagittal plane.
The mean absolute deviation on that model was clearly greater
Table 6
Comparison of bone and printed model in different studies.

Author Anatomy compared Method of comparison Tech

Anstey et al.
(Anstey et al., 2011)

SC vs SP
Proximal femur

Models superimposition FDM

Anstey et al.
(Anstey et al., 2011)

SC vs SP
Acetabulum

Models superimposition FDM

Pan et al.
(Pan et al., 2014)

SC vs SP
Canine rib

Models superimposition SLA

Olszewski et al.
(Olszewski et al., 2014)

C vs P
Mandible

Linear measurements SDL

Choi et al.
(Choi et al., 2002)

C vs P
Skull

Linear measurements SLA

Taft et al.
(Taft et al., 2011)

C vs P
Skull

Linear measurements SLA

Nizam et al.
(Nizam et al., 2006)

C vs P
Skull

Linear measurements SLA

Silva et al.
(Silva et al., 2008)

C vs P
Skull

Linear measurements 3DP

Silva et al.(Silva et al., 2008) C vs P
Skull

Linear measurements SLS

Ibrahim et al.
(Ibrahim et al., 2009)

C vs P
Mandible

Linear measurements SLS

Ibrahim et al.
(Ibrahim et al., 2009)

C vs P
Mandible

Linear measurements 3DP

Ibrahim et al.
(Ibrahim et al., 2009)

C vs P
Mandible

Linear measurements Poly

Present study VM vs SP
Skull

Models superimposition SDL

VM ¼ virtual model generated from DICOM data; SC ¼ scanned cadaver; SB ¼ scanned
FDM ¼ fused deposition modelling; SLA ¼ stereolithography; SDL ¼ selective deposition
than those measured on other two models, for comparisons of both
the virtual model versus the printed model and the skull versus the
printed model. Such differences may be caused by several factor.
One is the flexibility of the printed paper model. The sagittally cut
model was more vulnerable to such deformation than the other
models because it is quite large, still thin, and almost without
supported elements, such as a superior orbital wall in the middle
part (Fig. 5). Furthermore, the cutting plane was also the plane in
which paper layers creating the object were placed. In the sagittally
oriented model, the weeding process was more complicated and
took more than 17 h. However, this may be associated with the fact
that the model cut in the sagittal plane was the first model printed,
freed, and stuck together for the purpose of this study. This also
may be the reason why this model is less accurate than the others.

The influence of cutting the model into smaller parts, which
were later stuck together, can be seen in the mean deviation values
measured for each orbital wall. Comparison between different
printed models and the virtual model shows that the orbital walls
parallel to the cutting plane are slightly less accurate than the walls
perpendicular to the cutting plane. This is clearly visible in the
sagittally and axially cut models (Table 1), where the lateral and
medial orbital wall in the sagittally cut model or the inferior orbital
wall in the axially cutmodel are shifted slightlymore than the other
walls. There seems to be no such correlation in the coronally cut
model, because all orbital walls are virtually perpendicular to the
cutting plane in this model. An ANOVA comparison (Table 2) seems
to confirm such a statement, although themeasured differences are
very small.

All of the above-mentioned factors contribute to the overall
accuracy of the 3D printer used when comparing the printed model
to the actual skull. Similar methods to that used in this study, i.e.,
comparison of scans of actual bone and its 3D printed model
created from CT or CBCT data, was found in only a few other articles
(Anstey et al., 2011; Pan et al., 2014). However, there are many ar-
ticles about the accuracy of printed models (Table 6), in which
nology for creating model Absolute mean [mm] Mean [mm] Max [mm]

0.42 ± 0.48 �0.32 1.58

0.47 ± 0.54 �0.43 1.94

0.253 ± 0.346 2.126

0.36 ± 0.29 1.67

0.62 ± 0.35 1.15

0.608 ± 0.096 0.703

0.23 ± 1.37

1.07

0.89

0.90 2.52

1.44 3.19

Jet 1.23 3.92

0.20 ± 0.14
0.18 ± 0.14
0.35 ± 0.28

0.02 ± 0.24
0.03 ± 0.23
�0.24 ± 0.38

1.3

benchmark model; SP ¼ scanned printed model; C ¼ cadaver; P ¼ printed model;
lamination; 3DP ¼ 3D printing; SLS ¼ selective laser sintering.
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comparison is done by linear measurements on the actual skull and
printed model. Results gathered in this study show good accuracy
of the used for creating printed models, comparable to other
commonly used methods (Table 6).

5. Conclusions

Use of the optical scanner and specialized inspection software
formeasurements of the accuracy of created parts is recommended,
as it allows one not only to measure 2D distances between
anatomical points but also to perform a more clinically relevant
comparison of whole surfaces. However, it requires specialized
software and a very accurate scanner to be useful. Threshold-based,
manually corrected segmentation of orbital walls performed with
3D Slicer software is accurate enough to be used for creating a
virtual model of the orbit. The accuracy of the paper-based Mcor
Matrix 300 3D printer is comparable to that of other commonly
used 3D printers and allows one to create precise anatomical
models for clinical purposes. Themethod of dividing themodel into
smaller parts and sticking them together seems to be quite accu-
rate, although we recommend it only for creating small, solid
models with as few parts as possible to minimize shifts associated
with gluing.
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